DEPARTMENT OF MATHEMATICS
SECOND EXAMINATION IN SCIENCE - 2009/2010
FIRST SEMESTER (June/July’ 2011)

MT 201 - VECTORSPACES AND MATRICES

Answer all question Time: Three hours

1. (a) Define what is meant by
i. a vector space;

ii. a subspace of a vector space.

BiidetV={z:2>0z¢ R}. Define addition “®” and scalar multiplication

“®” on V as follows:
- Ty =xy,
T =a

Vr€RandV z,y € V. Prove that (V,®,0) is a vector space over R.

Let
Ty = zy,
rOz=rz,
VreRandVz,ye V. Is (V,®,®) a vector space over R? Justify your answer.

(c) Let M be a vector space of 2 x 2 matrices over R. Which of the following

subsets are subspaces of M? Justify your answer.

1. set of all 2 x 2 matrices with zero determinant;

ii. set of all 2 x 2 idempotent matrices.




2. (a) State the dimension theorem for two subspaces of a finite dimensional vector

space.

(b) Let V be a finite dimensional vector space with the usual notations. Prove the

following:
Uy, of

i if dimV = n, then there exist one dimensional subspaces U, U, - - -
V such that V = U1 ® U ® -+ @ Un.
i, if U, Us, - Uy are subspaces of V, then

dzm(Ul -+ Uz 4+t Um) S dsz1 o d’LmUz + -+ dszm

(c) i. Prove that if oy ,Un} spans V, then so does the tuple {v1 — v2,v2—

Ygaizes +Un—1— vnavn}-

ii. Let V be a vector space of RS defined by

Vo= {(:1:1,3:2,3:3,.1:4,505) eR%:z; =3z, and 73 = Tx4}.

Find a basis of V.

iii. If U; and U, are both 5 dimensional subspaces of R, then prove tha

U, NU; % {0}

3. (a) Define the following:

i. range space R(T);

ii. null space N(T)
of a linear transformation T' from a vector space V into another vector

space W.
(b)' Find R(T) and N(T) of the linear transformation T : R® — R?® defined by

T(z,y,2) = (x+2y+3z,x—y+z,m+5y+5z),‘d (@, 4:2) el

Verify the equation dim V' = dim(R(T)) + dim(N(T")) for this linear transf

mation.

(c) i LetP;be the set of all polynomials of degree < 3 and let T : R — P,

be a linear transformation defined by
T(ZEl,fIIg, .’113) =T + (."L'z + .’Eg)il) + (.’133 At 331)332 + x3 .’E3.

o




By = {(1,1, it Gl =1. 1))} and B, - {14z 2 + 2Pty e
R? and P, respectively.

il Let P+ R? — R3 be a linear transformation defined by oy = (z +
2y—z,y+z, T+y—22) and let By = {(o, 0,1),(0,1, L1 1)} and B, =
1a.1.0) (0,1, 1), (1.0 1)J be bases for R3. Find the matrix representation

of T with Tespect to the basig B, by using the transition matrix.

4. (a) Define the following termsg as applied to g, matrix;

L3 5 \
ii. echelon form; "a‘%

iii. row reduced echelon form.

on A, then r(4) = r(B).
(¢) i Find the TOW rank of the matrix
1= ={
I=1+3.3 0::2

2133~13
2111—24

ii. Find the row reduced echelon form of the matrix

e BEORE
G-11 —5 3
2 —b = 4
to kg

9. (a) Define the following termg as applied to an n, x p, Matrix 4 = (g,

i. cofactor A;j of an element iy;

ii. adjoint of 4 (adj A).




With the usual notations, prove that

A.(adj A) = (adj A).A = det AL

Hence prove adj(adj A) = (det Al 24

(State any results you may use)

(b) Let P be an n x n matrix with all elements are equal to o

non-zero scalar i € R, prove that

i, det(P + pl)=p"'(no+ pu);

i (Ppl) ™t = ——
e p(na -+ p)

6. State the necessary and sufficient condition for a system of linear equations to be

consistent.

7. (a) Suppose n is a positive integer and a;; € Bt .0 =1,2""

the following are equivalent:

i. the trivial solution z; = T3 = -~

homogeneous system

ii. for every constant, ci,C2, " ,Cn € R, there exists a solution to the sys

of equations

(n—1a+p
—a (n—1Da+p

—O

E CLn,k.’L‘k — -0

k==l

n
g a1 kTE = C1,
k=1

4

= g, = 0 is the only solution to the

(¢ R). For any

(n——l)a%—ul

,n. Prove that



n
E A2,k T) = Ca,
k=1

n
E Qn kT = Cp.
k=1

(b) Investigate for what value of A, 14 the system of liner equation
4yt 2z =56,

T2y 3z = 10,
E+ 20+ Az = g,
have
1. no solution;

ii. a unique solution;

iii. an infinite number of solutions.

(c) A bag contains 3 types of coins, namely, Rs.1, Rs.2 and Rs.5. There are 30

coins amounting to Rs.100 in total. Find the number of coins in each category.



