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1. (a) Define what is meant by

i. a vector space,

ii. a subspace of a vector space. [10 marks]

(b) Let M**n be the set of all real rnxn matrices. For any two matrices

A- (ooi), B : (bt) e M**n, and for any,\ € IR, define an addition @ and

scaia,r multiplication O as follows:

(a61) e (bri) : (aai * b6),

tro(q;) : (Iori)'

Prove tlrrat (M**n, @, O) is a vector space over the field R. [50 marks]

(c) Let V be a vector space over a field F and W be a non-empty subset of V'

Prove bh,atW is a subspace of Vrtf. ar*W eW for every fi,g € I'Il'and for

everya,belF. [20 marks]

(d) Let M2y2be the vector space of all2 x 2 matrices over the field iR., and let

* : 
{(",: ) '", u,z e.} 

'" 
w a subspace or Mz'z? Justirv vour an-

swer.

[2O marks]
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2. (a) Define the following:

a linearly independent set of vectors;

a basis for a vector space;

direct sum of two subspaces ,s and w of. a vector space v. [1"5 marks]

Let 
^9 

and I4l be two subspaces of a vector space V over the field IF. Prove

that V is a direct sum of 
^S 

and I,7 if and only if each vector u € V has a

unique representation u: s*wrfor some s €.9 and,w e W.

Let, tl and W be two subspaces of IR3 defined by

U : {(a,b,c)l a: b: c, and a,b,c e iR.} and W : {(O,p,q)l p,q € R}.

Show that Ra : {/ S W. 135 marks]

(c) Let ,9 be any non-empty linearly independent subset of an n*dimensional

vector space V over the field lF. Prove that

for any u eV the set Su{u} is linearly independent if and only if " # \S)'

any lineariy independent set of vectors of V ca,n be extended to a basis

of.V.

Hence extend the subset {(1,2, 1), (3, -4, ?)} to a basis for lR3.

[50 marks]
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3. (a) Define the following terms:

i. Range space RV);

ii. NuIl space lf(");
of a linear transformation ? from a vector space

space trV.

I/ into anoth.er vector

[1O marks]

is a linearly

[2O marks]

Prove that the image of any linearly independent subset of V

independent subset of. W if. and only if lf (f) : {0}.

(b) Find R(?) and N(fl of a linear transformation ? : lR3 * IR'3, defined by

T(r,y, z) : (r * 2A * 3z,r - A * z,r * 5y * 5z)'for any (r,y,z) e R3.
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Verify the equation, dimV : dim(fi(?)) + aim(1f1f)), f"I$rc-iinear.;,.: :.-:,-,..;)
transformation. 

-r''+::':t:i--:"l'-i':'r'

[3O marks]

(c) Let 7: lRs -r lR3 be a linear transformation defined by
T(a,v, z) : (2n + g + 32,3n - y * z, -4r* 3g * z), Iorany (r,y, z) e lR.B.

Let Br: {(1, 1, 0), (0, 1, 1), (1, 0, 1)} anrl 82 : {(1,1, L), (1, Z,g), (2,_1, 1)} be

bases for IR8. Find

i. the matrix representation of ? with respect to the basis 81;

ii. the matrix representation of ? with respect to the basis 82

transition matrix.

(a) Define the following terms as applied to a matrix:

i. Rank;

ii. Echelon form;

iii. Row reduced echelon form.

(b) Let .4 be a n x n non-singular matrix. prove that

i. A is row equivalent to f;
ii. .4 can be written as a product of elementary matrices;

iii. r(,B,4) : r(B), for every n x n matrix B.

(c) Let r be the rank of the matrix A given by

{15 marksl

by using the

[40 marks]

{40 marksl

are not both

[45 marks]

f t a 00
A:l -B L p o

lo -'Y11
\o -d 1d

Prove that

i. r:2if andonlyif aF:-Land?:d:0;
ii. r:3 if and only if either o$: -L or 7: d here 7 and d

zeto.
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b. (a) Define the following terms as applied to an n x n matrix A: (a;i.

i. Cofactor A;i of. an element a6r';

ii. Adjoint of A. [10 marks]

Prove that

A ' (adj A) : (adj A) ' A: (det A) ' t,

wbere f is the nxn identitY matrix. [40 marks]

(b) Let J be the n x n realmatrix with every entry equals to one, so that J2 : nJ,

errd let A: aln* 0.I, where o,B e IR.

i. Show that detA - sn-L(a+nil.

ii. If a I 0 and a * -ng, prove that A is non-singular by finding an inverse

for it of the form !(r* *pJ), where I,, is the identity matrix of order n
d.-

end p any real number.

Hence find the inverse of the matrix

6444
4644
4464
4446

' [50 ma,rks]

(a) State the necessary and sufficient condition for a linear system of equations to

be consistent.

(b) Show that the linear system of equations,

[1O marks]

IL.t'1 -o'82*ng*cr+

r,1-2r2+ (c- L)ts- ra

2q - 5rz+ (2 - c)ns * (c - 1)ra

b,

2,

3b+4,

I

1



is consistent, for all values of b if c * L, whe,re 4,0 € R. Find the

which the system is consistent if c : 1, and the general solution when b

this value and c: 1. t5O *t

(c) State Cra,mmer'g rule for 3 x 3 matrix and use it to solve the following linear

systeur of equations:

2nr-5r2*24 : 7;

a1*2r2-4.ns - 3;

3rt-4a,z-6r,s = 5.

[40 marks]

[5O marks]


