EASTERN UNIVERSITY, SRI LANKA
SECOND EXAMINATION IN SCIENCE - 2005/2006
FIRST SEMESTER(Auguest/September,2007)
MT 201 - VECTOR SPACES AND MATRICES
(PROPER AND REPEAT)

Answer all Questions Time: Three hours

01. (a) Explain what is meant by a vector space?
Let V = {x | # € R,z > 0} and let the vector addition and scalar multiplica-
tion be defined in the usual way of addition and scalar multiplication over the

field R. Is V a vector space over R? Justify your answer. [20 marks]

(b) State the necessary and sufficient condition for a non-empty subset to be a

subspace of a vector space.

Let § be a non empty subset of a vector space V' over the ficld F. Prove that

(i) (S)is the set of all linear comiination of the element in §.
(ii) the intersection of all the subspaces containing & is the smallest subspace

containing §. " [45 marks]

(c) (i) Prove that {z,y,2)=(z+ Yy, + 2,y +2), for 2,9,z EK.
(ii) Define the term “direct sum” of two subspaces of a vector space.
Let V be the vector space of n-nquare matrices over the field R. HU and W
are two subspaces of symmetric and a,nti-éynunetri{: matrices respectively,

i then show that V=U@ W. : [35 marks]



02. (a) What is meant by the foillowing in a vector space:
(i) Linearly independent vectors;
(ii) Bases;
(iii) Dimension.

Plind the values of the real number A so that the following vectors are linearly

independent in R3?

[30 marks]

(b) State and prove the Stibnitz representation theorem.
Hence deduce that if ' is an n-dimensional vector space, then (n + 1) or more
vectors of V form a linearly dependent set. [45 marks]

(State any results that you may use with out proof}

(c} State the dimension theorem and use it to show that
dim{(§NT) > 2,

where S and 7’ are 6-dimensicmal subspaces of the vector space #°. In general,

I denotes the set of all n-tuples of elements of the field F. [25 marks]

03. Prove or disprove the following:

o1t (a) S=A{(z,y) | ¥y = 0, v,y € B} is a subspace of R2, {10 marks]

(b). The functions that are linearly independent on an interval implies that they

are linearly independent on a sub interval. ~ [20 marks]

(c) Any linearly independent subset of a finite dimensional vector space can be
extende:d to a basis. [30 marks]
(d} If A := [ai;]nxn, then AladiA) = (detd)l,, where I, is the identity matrix of
order n. ' [20 marks]

(e) If ¢: V o W is a lineax transformation and Ker(¢)= {0}, then ¢ is injective.
[20 marks]



04. (a)

Define the following terms as applied to a linear transformation ¢ : V = W,

where V and W are vector spaces:

i. Range space R(¢).

ii. Null space N(¢).

Let ¢ be a linear transformation of R g ?nby
d(z,y, z) = (21 + 22 + 223, 221 + T2 + T3y 8wyr=13 — 6T3).
By finding the bases of R(¢) and N(¢), verify that

dim(R®) = r(¢) + n(d),

. where r(¢) and n(¢) are, respectively, the rank and nullity of the linear trans-

05. (a)

formation ¢. [85 marks]
What is meant by the following in a finite dimensional vector space:

i. coordinate vectors of a vector;

ii. transition matrix.

Prove that if A is the transition matrix from the basis {1, %3,... ,Zp} to the

bases {¥1, ¥z, - - ,¥n} of & vector space V and B is the transition matrix from
the basis {¥1,%2,.--,¥a} to the basis {21, 2s,... ,€,}, then AB = BA = L
[40 marks]
i B, = {(1,0,0),(0,1,0),(0,0,1)} and By = {(~2,1,0),(1,1,1),(~3,0,4)}
are two bases for the vector space IR?, then verify the above resuit in (b).
[25 marks]
Let
: 4 -3
A=
| S ¢
Using mathematical induction, show that
: 3P -1 33"
A“zz( )A-!-( )Iz, for n 2> 1.
2 2
Hence show that if & sequence of numbers &3, %a,...,&x, .- satisfies the recur-
rence relation
:Bn_},n _ 4-30"3 - 337“._1, 7 2 1,
then find a formula for =, in terms of 2; and @y. [30 marks]

(3]



(b)

Define the foliowing terms:
(i) Non-singular matrix;
(ii) Blementary row matrices;

(iii) Reduced row-echelon form of a matrix, [15 marks]

(¢} Let A be a non-singular n x # matrix. Show that

(d)

(1) A is row-equivilent to identity matrix of order n.
(i) A is a product of elementary row matrices. [25 marks] -

Using the notion of the partitioned matrix, show that

| 3 4 5
A=|1 -1 2
3 1 3

is nor..gingular, find A"-! and express A as a product of elementary row matri-

06. (a)

(b)

ces. Also, using the equation
gy

Tl (3°'ij A),
 H
find A" and check with 4~ thai you have obtained above. [30 marks]
If (a1, a3, ..., ;) and (81,82, .. ., Ba) are solution of a system of linear equa-
tions, |
Za,-jmj == b,', 1 i 3S m,
i=1
prove that
(1= t)an +483), (1 ~ s + 182),..., (1 — t)arn +18,)
1s also a solution of the above system of linear equations. [30 marks]

Consider the following system of linear equations,
z—244+32 = 4,
22 -3y+az = B,
3% — 4y -+ Bz = b,
Find the values of @ and & such that the system of equations have
1. no solution, ;
ii. a unigue soliution,

iii. infinitely rnany solutions. [70 marks]



